In today’s world of Cloud Computing where all the “tin” and “wire” is managed by the cloud
providers, the businesses need to focus on the cost and revenues more than anything else.
However, there are still some scenarios where one would need to go ahead and implement
the “tin” and “wire” setup. Today, | will walk you through the process which | followed to
create a 2 node Windows Server 2004 Cluster on my laptop using VirtualBox. This is a great
way to learn the tips and tricks of the game without actually having to go through a server
setup inside a data center.

The first and foremost item needed to continue with this setup is a decent enough and
capable laptop. Mine is a normal Intel Core i7 2" Generation laptop with SSD drive and
16GB RAM. | have loaded on this VirtualBox 6.1 to create the server nodes.

Let’s start first with the high-level design on what our setup will look like and then drill
down the bits that we need to download and finally configuring all these together to create
our small test cluster.
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This is a simple 2 node cluster design with the following components:
- 2 Compute Nodes
- Shared Storage (disks accessible by both nodes at the same time)
- 2 Network segments (public network and private network)

Next step after the design is to list the software stack for these components:
- Compute nodes will run on Windows Server 2004

o 2vCPUs

o 2GBRAM

o 50GB Boot Drive

o 2 x Network Interfaces (1 with Bridged network and 1 with Internet Network)

- Since we are using a laptop / standalone machine for the setup, we need a network-
based storage solution to provide shared storage. | am using XigmaNAS for this. You
can install and use any other solution which can provide you with a shared storage
for your nodes.

o 2vCPUs

o 3GBRAM

o 8GB Boot Drive

o 2 x Network Interfaces (1 with Bridged network and 1 with Internet Network)


https://virtualbox.org/
https://www.xigmanas.com/

With the software ready and downloaded, let’s start with the build. Below is the sequence |

recommend.
1. Create the NAS VM by booting it from the live CD for XigmaNAS (v12.1).

[ ] demoNAS [Running]
WebGUI Address: http:/-s192.168.1.250

LAN Hetwork IPv4 Address: 192.168.1.250
LAN Network Interface: emd

he installation requires a storage medium from which the computer can
he started. This can be a USB memory stick, a 38D or a hard disk.
Attention, all data on the installation device will be deleted!?

ress the ENTER key to display the Console Menu again.

sole Menu

Configure Network Interfaces 10) Configure Hosts Allow for WebGUI
Configure Network IP Address 11) Restart WebGUI

Reset WebGUI Password 12) Restart WebGUI, force HTTP on port 8@
Reset to Factory Defaults 20) Console Keyboard Map

Ping Host

Shell

Reboot Server

Shutdown Server

Install-Upgrade from LiveCD-LivelUSB

Enter a number:

BO& s Bl il o Lefx
- Select option “9” to perform the install locally on the VM

® demoMAS [Running]

Install 'Embedded’ 0S on HDD,SSD-CF-/USB (Preferred)
Upgrade ’Embedded’ 0S8 from LiveCDsLiveUSB

Install 'Full’ 0S on HDD-SSD + DATA-SWAP (For Expert)
Upgrade "Full® 0S8 from LiveCD-sLiveUSB

Upgrade & Convert ‘Full’ 03 to 'Embedded’ installation
Launch Advanced ZF3 Installer Options (For Expert)

oUW | N

¢ Exit >

- Select option 1 “Embedded” OS install.

® demoMAS [Running]

B oS B flE e eftse

Install ’'Embedded’ 0S-GPT on HDD.S3D-CF-USE (Preferred)
Install ’'Embedded’ 0S/EFI on HDD/S3D/CF-USE (Preferred)
Install ’'Embedded’ 0S/MBR on HDD-/S3D/CF-USE (Legacy)

Install ’Embedded’ 0S/GPT without SWAP/DATA (For Expert)
Install 'Embedded’ O0S/MBR without SWAP-DATA (For Expert)

<Cancel>

Bobas Bl glE o Lefts
- Select option 1 again for installing using the GPT partitioning scheme



® demoMAS [Running]

XigmaNAS ’Embedded’ installer for HDD, S8D, CF or USB flash drive.

Create GPT partition 1, for bootcode

Create GPT partition 2, using UFS, customizable =size for 035 image
Create GPT partition 3, as SWAP partition

Create GPT partition 4, using UFS, for DATA

Uses a RAM disk to limit reads/write access to the device

WARNING: There will be some limitations:
1. This will erase ALL partitions and data on the destination disk!?

<Cancel>

BOomSFO 1 EHiRH G E efts

- Select “Ok” to continue with the install.
& demoNAS [Running]

Select CD/DVD-/USB drive.

-d0WB0X CD-ROM

<Cancel>

BEDG | ERIEE et
- Select “Ok” again to use the CD as the source.

[ ] demoNAS [Running]

Select media where XigmaNAS should be installed.

daOl8 .58GB <UBDX HARDDISK>

<Cancel>

Boke o Bl glE R Leftse
- Select “Ok” again to use the local disk as the target for the install.



demoNAS [Running]

Enter the size of the 0S partition
(minimum: Z2048M, recommended: 2048M)

l294an|

{Cancel>

BOEe o B fe R et
Accept the “2048M” as the size of the “root” partition. This is more than

enough for our testing and is even the recommended size by XigmaNAS
setup.

@ demoNAS [Running]

Enter the size of the SWAP partition
(minimum: 512M, recommended: 1024M)

[1024n|

{Cancel>

B oSS E RS E et
Accept “1024M” as the size of the “swap” partition. These is one of the key
partitions for any “*nix”-based setup. For those with Windows background,
this is like the “Paging File” but created on its own special partition on the
drive instead of residing on the “boot” partition.

® demoMNAS [Running]

Enter the size of the DATA partition or enter 'ALL’ to
take what’s available

(minimum: 256m)

lnLLl

{Cancel>

Bokdo |EE 0 et



Enter “ALL” on this screen to use the remaining space on the local disk for
data partition to store our NAS data. This space will serve as the repository of
our shared storage drive which we will create in the upcoming steps.

[ ] demoNAS [Running]

ada@pZ: success

ada®@p3: skipped

ada®p4: success
[kern.geom.debugflags: 16 -> @
kern.geom.debugflags: 0 -> 16
Installing system image on device ada@pZ.
mntscdromsXigmaNAS-x64-embedded.xz (1-1)

100 » Z241.7 MiB » 478.5 MiB = 0.505 57 MiBrs
kern.geom.debugflags: 16 -> @
nmount CDROM-/USEH.

[XigmaNAS has been installed on ada®p2.

ou can now safely remove the LiveCD-USB and reboot the serwver.

0 use the DATA partition:

fAidd the disk ada® on the ’DisksiManagement’ page.

Add the mount point on the ‘DisksiMount PointiManagement’ page.
Use the following parameters:

Disk ada®, Partition 4, Partition type GPT, Filesystem UFS

D0 NOT format the drive ada®! The DATA partition has already been
formated as part of the installationt?

Press ENTER to continue.]]

FCERECE R
Once the setup is complete, note down the number of the “DATA” partition
as we will need it in later steps. Remove the live CD and reboot the VM to
proceed with the shared storage setup.
On the first boot, the system will show the following on the console. Use the
IP and open the web-browser to continue with the configuration.

= General = Proview
Name: demoNAS
Operating System:  Other Linu: (84-bit)
i system

Base Memary: 3072 MB
Boot Order:  Floppy, Optical, Hard Disk
Acceleration:  VT-x/AMD-V, Nested Paging, PAE/NX, KVM Paravirtualization

| pisplay

Video Memory 16 MB
Graphics Controller: VMSVGA
Remate Desktop Server: Disabled
Recording: Disabled
G storage

Caontroller: IDE

IDE Primary Master:  demaNAS.vdli [Normal, 8.00 GB)
IDE Secondary Master: [Optical Drive] Empty

{2 Audio

Host Driver:  CoreAudio
Controller:  ICH ACS7

= Network

Adapter 1: Intel PROM000 MT Desktop (Bridged Adapter, enl: Wi-Fi

Adapter 2: Intel PROA000 MT Desktop (Internal Network, ‘intnat’)
s use

USB Controller: OHCI, EHC1
Device Filters: 0 (0 active)

[l Shared folders

MNone

¥ Description

None



Navigate in the browser to the stated WebUI Address on the console screen
and login with the default username and password (admin / xigmanas)
< C @ Not Secure | 192.168.100.126/login.php *t @ O BB{Y e w3

a €XiomaNAS

Frow Watmars Allacked Slasags Project

xigmanas. local

I

Forum Information & Manuals IRC XigmaMAS Donate

< C @ Notsecure | 192.168.100.126/index... % @ O B BV @ ® 51 o 8

f System Network Disks Access Services Virtualization Status Diagnostics Tools Help

‘ Backup configuration. The date of the last configuration backup cannot be found.

Hostname xigmanas.local
Version 12.1.0.4 - Ingva (revision 7542)
Compiled Friday April 17 19:47:29 UTC 2020
Platform 05 FreeBSD 12.1-RELEASE-p3 #0 r360028M: Fri Apr 17 01:52:46 CEST 2020
Platform xf4-embedded on Intel(R) Core(TM) i7-36150M CPU @ 2.30GHz
System Time: Monday July 13 14:25:29 UTC 2020
System Uptime 8 Minutes 44 Seconds
System Config Change Monday July 13 14:21:17 UTC 2020
CPU Usage 0%
Memory Usage —— 2.75GIB managed, 1.06GIB used, 1.69GIB avallable
Swap Usage [dev/adap3
Total: 1.07GB | Used: 0B | Available: 1.07GB
Load Averages 0.74 0.61 038 Show Process Information

Once logged in, we will accomplish the following:
i. Enable the second network card
ii. Enable the iSCSI Server
iii. Create data mount point
iv. Create extends on the data partition
v. Create iscsi targets
vi. Configure default iscsi access rules



Navigate to “Network” -> “Interface Management”

save

Waming:

[emo (08:00:27:1c:72:11) v|

After you cick "Save” you must reboot the server to make the changes take effect. You may also have to do one or more of the following steps
before you can access your server again:

« Change the IP address of your server
» Access the webGUI with the new IP address

Click on “+” icon on the right side of the screen, select the “em1” card for
“OPT1” interface and clock on “Save” button.

A System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Network > Interface Management

‘ The changes have been saved. You have to reboot the system for the changes to take effect.

Warning:

Network port
em0 (08:00:27:1¢:72:1) V|

‘em1 (08:00:27:29:3¢:35) ¥ > ¢

After you dick *Save" you must rebook the server to make the changes take effect. You may also have to do one or more of the following steps
before you can access your server again:

« Change the IP address of your server
= Access the webGUI with the new IP address

Reboot the NAS system (System->Reboot)

Once rebooted, login again and click on “Network” -> “OPT1”

"XigmahAS

Network > Optional (OPT1)

Description OPT1
You may enter a description here for your reference.

1P Address /

Type

IP Address /

MTU
Set the maximum transmission unit of the interface to n, default is interface specific. The MTU is used to limit the
size of packets that are transmitted on an interface. Not all interfaces support setting the MTU, and some
interfaces have range ictions.

Media

Extra Options

Save |

Extra options to config (usually empty).



Click on “Activate” for “IPv4 Settings”, change the type to “Static”, click on

“Save” to enable the IP Address box, enter the IP address as “10.0.0.1” / ”24”

and click “Save” again to save the settings.
Reboot the NAS system (System->Reboot)
Once rebooted, login again and click on “Disks” -> “Management”

& System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Disks > Mar > HDD

HDD Management

[ |pe... |Device Model Size Serial Number | Co... Controller Model Standby  Filesyst... Status Toolbox

Delete Selected Disks

Clear Configuration [ Clear configuration information before imparting disks.

Clear Configuration [7] Clear configuration information before importing software RATD disks.

Click on “+” icon under the toolbox field

System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Disks > Management > Disk > Add

HDD Management

Disk Settings
i
Description ‘ ‘

You may enter a description here for your reference.

TR e
This allows you to set the transfer mode for ATA/IDE disks. You can set "Automatic’ to enable the automatic
made for all SATA/ATA/IDE disks.

HDD standby time ways On_

Puts the disk into standby mode when the selected amount of time after the last disk access has been elapsed.

Power | Disabled v|
This allows you to lower the power consumption of the disk, at the expense of performance.

Acoustic level | Disabled ~]
This allows you to set how loud the drive is while it's operating.

SMART. [ Activate S.M.AR.T. monitoring for this device.

S.M.A.R.T. extra options ‘ ‘
Extra options (usually empty). Please check the documentation.

Preformatted file system Unformatted v
This option allows you to set the file system of already formatted disks containing data. Select option
"Unformatted' for unformatted disks and format them with the Format Program.

Leave everything as default and ensure that “ada0” is selected in the disk
dropdown. Click on “Add”



t System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Disks > Manag it > HDD g
HDD Management

The configuration has been changed.
You must apply the changes in order for them to take effect.
IF this message persist take a look at the system log for more information.

Apply changes
lanag

[[] |pe... |Device Model Size Serial Number | Co... |Controller Model Standby | Filesyst... Status  Toolbox
Unknown

[] |ada0 |vBOX HARDDISK |8.58GB :2.‘3;:::.;5“ ata0 ]:)ff"rzlllf UDMAZS | o ays On | or Initializing | /2
unformatt...

Delete Selected Disks

Import Disks

Clear Configuration O Clear configuration information before importing disks.

Import Software RAID Disks
Clear Configuration O Clear configuration information before importing software RAID disks.

Click on “Apply Changes”
Click on “Disks” -> “Mount Point” menu options

@ System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Disks > Mount Point > Management

Mount Point Management
Disk File System Name Description Status
‘Warning:
UFS and ZFS are NATIVE of ing to use other such as EXT2, EXT3, EXT4, FAT, FAT32, or NTFS can result in

f Xig
unpredictable results, file corruption and the loss of datal

Click on “+” icon towards the right of the screen.

b System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Type
Disk adaD: B.58GE (VBOX HARDDISK) ¥
Partition type GPT partition v
Select 'GPT partition' If you want to mount a GPT formatted drive
Select '"MBR partition' default partition if you want to mount a UFS formatted drive or if you want to import
disks from other OS.
Select 'CD/DVD' if you want to mount a CO/DVD volume.
Partition number E
File system UFs v
Mount point name
Description
‘You may enter a description here for your reference.
Read only ] Mount the file system read-only {even the super-user may not write it).
File system check Enable foreground file system consis check during boat pracess.
Owner root v
Group wheel v
Made Read Write Execute
Owner
Group /]
Others [v]

Select “ada0” under the “Disk” dropdown and type “data” under “Mount

point name”. You can provide any name you prefer. | prefer to call this mount
point. Also ensure that the correct “Partition number” is specified. This is the
same number we noted down after the installation was complete. If you have



followed everything step by step till now, this should be “4”. Click “Add” to
add this data mount point.

Disks > Mount Point > Management

The configuration has been changed.
You must apply the changes in order for them to take effect.
If this message persist take a look at the system log for more information.

Apply changes

Disk File System Name Description Status

{dev]ufsid/5T0cE0eerdB4bg03 (adalpd) | ufs data Initializing | & X
Warning:

UFS and ZFS are NATIVE fil of Xig L ing ko use other such as EXT2, EXT3, EXT4, FAT, FAT32, or NTFS can result in
unpredictable results, file corruption and the loss of data!

Click on “Apply changes”
Now we will configure “iSCSI” interface on the NAS. For that, click on
“Services”->"iSCSI ISTGT” menu.

B System MNetwork Disks Access Services Virtualization Status Diagnostics Tools Help

Services > iSCSI Target

Base Name Iqn.2007-00.jp.ne.peach.istot
The base name [&.g. iqn.2007-09.jp.ne. peach.istgt) will append the target name thak is not starting with Yign.".

Discovery Auth Method Autn v
The method can be accepted in discovery session, Auto means both none and authentication.

Discovery Auth Group None ¥
The initiator can discover the targets with correct user and secret in spedific Auth Group.

T
1/0 Timeout 1
1/ timeout in seconds (30 by default),

NOPIN Interval 0
NOPIN sending interval in seconds {20 by default).

Max. Sessions 16
Maximum number of sessions hoiding at same time (16 by default).

Max, Cannections 4

Maximum number of connections in each session (4 by default).
Max. pre-send R2T 3

Maximum number of pre-sand R2T in each connection (32 by default). The actusl number is limited to QueusDepth of the target.
FirstBurstLength 262144

SCSI initial parameter (262144 by defaul).
MaxBurstLength 1048576

SCSI inital parameter (1048576 by default).

MaxRecvDataSegmentLength 262144
SCSI initial parametar (262144 by default),

MaxOutstandingR2T 16
SCST initial parameter (16 by defauit).

Default Time2Wait 2
SCSI initial parameter (2 by default).

DefaultTime2Retain 60
SCST inital parameter (80 by defauit).

ISCSTI Target Logical Unit Controller B Enable

Click on “Enable” on the “iSCSI Target” line and click on “Save & Restart”. If
you want to customize the name of the target, you can do so under the “Base
Name” field before clicking the “Save & Restart” button. | will leave this as
default for this setup and continue.

Click on “Portals” in the sub-menu items.

Services > [SCSI Target > Portal Group
Portals

Portal Group | Tag | portats Comment |

+

Partal Groups contains IP addresses and lstoning on TCP ports to connect the target: from the inftiator

Click on “+” icon on the right side and then click on “Add” with all the default
options. This will setup the initiator portal for our iSCSI interface.



Services > iSCSI Target > Portal Group > Add

Partals

Tag Aumbear 1
Numeric identifier of the group.

Ll 0.0.0.0:3260

)

The portal takes the form of 'address-port. for example "152.168.1.1:3260 for Ivé, T2001:d8:1:1:1]: 260 for [P, the port 3260 is
standard ISCS1 For any address), use 0.0.0.0:3260" and/'or [::]:3260°". Do not mix wildcard and other [Ps at same
address famiy.

Comment

eu may enter a description here for your referance.

(o

 System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Services > iSCSI Target > Portal Group
Portals

The configuration has been changed.
You must apply the changes in order for them to take effact.
1f this message persist take a look at the system log for more information.

Apply changes
Portal Groups
Portal Group | Tag | Portals | comment |
[1 [oooome | | & X

Portal Groups contains [P addresses and listening on TCP ports to connect the target from the initiator.

Click on “Apply changes”
Next click on “Initiators” in the sub-menu and then on the “+” icon on the
right

us Diagnostics Tools Help

/A& System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Services > iSCSI Target > Initiator Group > Add
[SEHnGE e PORat Tatistors ~Ruths—eecic
Tag Number 1

meric Gentfier of the groug.
Initiators ALL

Initiatoe suthorised to access to the SCS] target. It takes a name cr ‘AL for any intiators.
Authorised Netwark AL

-
Metwork authorised to access to the ISCS] target. It takes IP or CIDR addresses or WL for amy IPs.

Vo My eniter a description here for your reference.

Calc=

Leave everything as default and click on “Add” and then “Apply changes”

Next click on “Targets”

Services > iSCSI Target > Target

sl
Extant | Name. | path | size |
+
Extents must be defined before they can be used, and extents Gannat be used mare than once,
Target | Name. | Fiags | Luns |pe |16 |as |
(0

At the highest level, 2 target is what is presented to the indiator, and is made up of ane or mare extents.

Note:

You must 4 at least a Portal Group, an Initistor Group and an Extent before you can configure a Target.

A Portal Group is identfied by a tag number and defines 1P addresses and listening TCP ports.

An Initiater Group is identified by a tag number and defines authorised initiator names and networks.

An Auth Group is idntified by a tag number and is optional. If the Target does not use CHAP authentication it defines authorised users and secrets for additional security.
An Extent defines the storage area of the Target.

Click on “+” icon under the “Extent” section



@ System Network Disks Access Services Virtualization Status Disgnostics Tools Help

Services > ISCSI Target > Extent > Add

Extent Name otenid |
String identifier of the extent.

Type e V]
Type used as extert.

Lo 1 )]
File path (e.g. /mnt/sharename/extent/extentd) used as extent.

- \ | me_v]
Size offered to the inftistor, (up to BEB«B383608TiB).
The actual size i depend on your disks.

Clmaset EE—————
You may enter a description here for your reference.

| Add || Cancel |

Change the “Extent name” to “1TB01”, “Path” to “/mnt/data/1tb01”, “Size”
to “1” and “TiB” and click on “Add”. Repeat the same to add a second extent
as “1TB02”, “/mnt/data/1tb02” and “1”, “TiB”. Click on “Apply changes” to
save these extents”

@ System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Services > iSCSI Target > Target

The changes have been applied successfully.
A reload request has been sent to the daemon. You can verify the result in the lag file,

= Name Path Size
17801 Jmntidata/1tbo1 e &K
17802 Jmntidata/1tb02 e &X
+
Extents must b= defined befors they can be used, and extents cannot be used mars then orce.
Target Name | Frags | Luns |pe |16 |as |
+

At the highest level, a target is what is presented tn the initiator, and is made up of one or mare extants.

Note:

You must add at least a Portal Group, an Initiator Group and an Extent before you can configure a Target.

A Portal Group is identified by  tag number and defines [P addresses and listening TCP parts.

An Initiator Group is identified by a tag number and defines authorised initiator names and networks.

An Auth Group is identified by a tag number and is optional. If the Target does not use CHAP it defines secrets for
An Extent defines the storage area of the Target.

Next step is to define the targets for these extents. For that click on the “+”
icon under the “Target” section on the same page and add target for both the
extents we defined in the previous steps. Includes these extents as LUNO and
LUN1 in the “Target” definition page

[ System Network Disks Access Services Virtualization Status Diagnostics Tools Help

iSCSI Target + [Enable
Target [disko

Narma Base Name will be appended automatically when starting without 'ign.".

Target Alias | |

Optional user-friendly string of the target.

Tyee

Logical Unit Type mapped to LUN.

Flags [ Read/write (rw) -
oo
{Primary) The initiator can connect to the portals in specific Portal Group.

Initiator

Group The initiator can access to the target via the portals by authorised initiator names and networks in specific Initiator
{Primary) Group.

Portal

Group

{Secondary)

Initiator

Group None ¥

(Secondary)

Comment |

You may enter a description here for your reference.

Storage 1TBO1 (fmnt/data/1tb01) v

The storage area mapped to LUND.

owe. |k
Storage 1TBO2 (fmnt/data/1tb02) v

The storage area mapped to LUNL.

Click “Add” and then “Apply changes”




@ System Network Disks Access Services Virtualization Status Diagnostics Tools Help

Services > iSCSI Target > Target
Targets

The changes have been applied successfully.
A reload request has been sent to the daemon. You can verify the result in the log file.

Extent Name Path Size
1TB01 Jmnt/data/1th01 1TiB &%
1TBO2 Jmntfdata/1tb02 1TiB & X
Extents must be defined before they can be used, and extents cannot be used more than once.
e Name Flags | LUNs PG |IG |AG
ign.2007- LUNO=/mnt/data/1tb01
09.jp.ne.peach.istgt:diskd "” LUNL=/mnt/data/1th02 | * i none | &7 X

-+

At the highest level, a target is what is presented to the initiater, and is made up of one or more extents.

- This completes the NAS setup where we have defined a target with 2 LUNs to
be used as cluster disks on our 2-node cluster which we will define now in the
next steps. So, hang on a bit more and keep reading further for the steps to
create this cluster.

2. Next create the first VM node using the Windows 2004 ISO. Install the “Standard
Edition” and once complete, it should boot up in the command line interface.

= General e0e Nod
Hame: hiodet

Coerating Systers Windows 201 [B4-bit)
[8] system

Basa Memory: 2048 MB

Boot Order:  Floppy, Optical, Hard Disk
Acosleration:  WT-x/AMD-V, Nested Paging
= Diaplay

Video Mameey: 128 M8

Graphics Controber:  VBAXSVGA

B Adrminintrator G Windowt system 10 cmd e

Femote Desktop Server: Dissbled
Recording: Dinsbrled
G sworge
Controller: SATA
SATA Port 0: Model.vdi (Normal, 50.00 GB}
SATAPert 1 [Optical Deive] en_windows,_server_version_ 2004,

0 Busdie
ot Driver:  Corudio
Controler:  Intel HD Audio

= Metwork

Adapter 1: Intel PROID0O MT Deskiop (Bridged Adapter, enl: Wi
Adapter 2= Intel PROAD0O MT Deskiop (Internal Natwork, ‘intret’)
o uss

USB Controfier: 34C1

Device Filters: 0 {0 active)

L] Shased folders

= B ok =G ] ek
- We will start with the basic server configuration and complete the below

tasks:
i. Rename the node (PowerShell Command)
Rename-Computer -NewName "Win2004"
ii. Configure a local DNS Suffix (needed to create clusters which are not
part of a domain) (PowerShell Command)
Set-ltemProperty -Path
"hklm:\system\currentcontrolset\services\tcpip\parameters" -
Name "Domain" -Value "mylocal.net"
iii. Assign static IP to the cluster interface (PowerShell Command)
1. Getthe IP address configuration using the below command
IPconfig
2. Identify the second card (connected to the internal network).
This card would have a default IP starting with 169.
3. Get the list of network cards using the below command
Get-NetAdapter



4. Note the “ifindex” value of the card identified using the
Ipconfig command and use that in the next command to assign
a static IP to it.
New-NetlPaddress -Interfacelndex 3 -IPAddress 10.0.0.2 -
PrefixLength 24

hellex =M

s\Administrator> ipconfig

P Configuration

adapter Ethern

10.0.0.2

iv. Disable the firewall (PowerShell Command)
Set-NetFirewallProfile -Profile Domain,Public,Private -Enabled
False

v. Attach the NAS disks (Command Prompt)

1. Runthe command “iscsicpl.exe”

2. It would prompt with a message stating the ISCSI service is not
running. Click on “Yes” to enable the service and mark it as
“Automatic” to start automatically whenever the server is
rebooted.

iministrator> Set-NetFirewalIProfile Domain,Public, Private
ministrator> iscsicpl.exe
iministrator>

Microsoft iSCSI

The Microsoft iSCS! service is not running. The service is required to be
started for ISCS1 to function correctly. To start the service now and have
the service start automatically each time the computer restarts, click the
Yes button.

3.
4. On the iSCSI configuration screen, enter 10.0.0.1 as the target

and click “Quick Connect” and then “Done”. If successfully
connected, the NAS will show up in the “Discovered targets”.

iJ%SI Initiator Properties .

Targets | Dizcovery I Faverite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then click Quick Connect.

Target: ‘ Quick Connect

Discovered targets

Name Status
ign.2007-09 jp.ne.peach.istgt:disk0 Connected




6. Click on “Volumes and Devices” -> “Auto Configure”. This
should load both the LUNs that we created earlier on the NAS
administration portal.

i5C5| Initiator Properties .
Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration

If a program or service uses a particular volume or device, add that volume or device to
the lizt below, or click Aute Configure to have the ISCS|initiator service automatically
configure all available devices.

This will bind the volume or device so that on system restart it is more readily available
for use by the program or service. This is only effective if the associated target is on
the Favorite Targets List.

Volume List: %

Volume/mount peint’device
WHscsidisk&ven_freebsd&prod_izcsi_disk#1&1c12134420&0000008{53156307-b5b0. ..
Whscerdisk&ven_freebsd&prod_iscei_disk#1 810121 34420&000001#{53 76307050, .

To automatically configure all available devices, click Auto Aute Configurs

Configure.

8. Click “Ok” to close this iSCSI configuration application and
reboot the server using command “shutdown /r /t 0”

9. Next we will configure these iSCSI disks and make them visible
to the Operating System and Cluster Manager. For this we will
use “DiskPart” command.

10. Run “DiskPart.exe”

11. Type “List Disk”

BN Administrator: CA\Windows\system32\cmd.exe - diskpart

ninistrator»diskpart
Microsoft DiskPart wversion 18.6.19841.1

Copyright Microsoft Corporation.
On computer: N268461

DISKPART> list disk Ly

Dyn Gpt
Online G 1624 KB
Offline 16824 G 1624 GB
Offline 1824 G 1824 GB

DISKPART>

12.
13. Bring the Disk 1 and Disk 2 online using commands “Select disk

1”7, “online disk”, “select disk 2”, “online disk” and list the disks
again using “list disk”



15,

16.

BN Administrater: C\Windows\system32\emd.exe - diskpart

Online ¢ la24 KB
Offline 1824 G 1824 GB
Offline 1824 GB

DISKPART> select disk 1

Disk 1 is now the selected disk.

DISKPART> online disk

DiskPart cessfully onlined the selected disk.

DISKPART> select disk 2

Disk 2 is now the selected disk.

DISKPART> online disk

DiskPart successfully onlined the selected disk.

DISKPART> list disk
Dyn
Online

Online
Online

By default, all disks brought online will be marked as read-
only. Next we will mark then as read-write, create the
partition and format it using NTFS. For the first disk we will
assign it as “Q” drive and for the second disk we will not assign
any drive letter as we will use this as a “Clustered Shared
Volume” which will be available on both the nodes at the
same time under the path “C:\ClusteredVolumes” as a
junction point.

The commands for clearing read-only attributes are “select
disk 1”7, “attrib disk clear readonly”, “select disk 2”, “attrib disk
clear readonly”



DISKPART> select disk 1
Disk 1 is now the selected disk.

attrib disk clear readonly

attributes cleared successftully.

disk 2
now the selected disk.
attrib disk clear readonly

attributes

17 DISKPART >

18. Next create the partitions using commands “select disk 1”,

“create partition primary”, “select partition 1”, “format
fs=NTFS label="Q” quick”, “assign letter=Q”, “select disk 2”,

“create partition primary”, “select partition 1”, “format
fs=NTFS label="data” quick”

now the selected disk.

k

» create partition primary
ucceeded in creating the specified partition.
» select partition 1
Partition 1 is now the selected partition.
DISKPART> format fs=NTFS5 label="0Q" quick
188 percent completed

DiskPart succe the volume.

drive letter or mount point.

now the selected disk.
create partition primary
ucceeded in creating the specified partition.
DISKPART> select partition 1
Partition 1 is now the selected partition.
DISKPART> format fs=NTF5 label="data"™ quick
percent completed

sfully formatted the wvolume.

ESADT SKPART >

20. This completes the disk operations and now both “quorum”
and “data” disks are available to the OS and ready for cluster
setup. Let’s start with the cluster setup.



3. Now that the VM is ready and configured with network adapters and storage disks,
the next step is to install the Cluster feature and run the cluster validation task to
check the readiness of the VM to host a cluster. All the commands below are to be
executed inside the PowerShell session as “Administrator” with elevated

permissions.
i.
- Install the cluster feature using command “Install-WindowsFeature Failover-

Clustering -IncludeManagementTools”
¥ Administrator C\Wi |=/o

Microsoft Corporation. All righ

platform P hell ht

> Install-Window

ver Admini...

- Create hosts entries. Since we are setting this up without a domain, we need
to rely on “hosts” file for the name lookups. Add the below entries to the
“hosts” file using “notepad” running from an elevated session.

i. 10.0.0.2 N200401 N200401.mylocal.net
i. 10.0.0.3 N200402 N200402.mylocal.net
iii. 10.0.0.10 AppCluster  AppCluster.mylocal.net
- Run the cluster validation process using command “Test-Cluster -Node
N200401.mylocal.net”

tion: The test reported some

- The test will report warnings about “Active Directory” which is true as we do
not have an AD setup and the cluster is “Conditionally Approved”. We will
proceed with this as it is good enough for our testing.

- Once the test is complete, we will create the cluster using command “New-

Cluster -Name AppCluster -Node N200401.mylocal.net -

AdministrativeAccessPoint DNS”

(==

nistrator> New-Cluster AppCluster N200401.mylocal.net

Name

AppCluster

Users\Administrator>

- Once the cluster is created, let us check which network cards got assigned to
what roles on the cluster. For that run the command “Get-
ClusterNetworklInteface” and “Get-ClusterNetwork”.



X Administrator: C:\Windows\System32\WindowsPowerShell\w1.0\powershell.exe
S C:\Users\Administrator> Get-ClusterNetworkInterface

Node Network

N200401 - Ethernet N200401 Cluster Network 1
N200401 - Ethernet 2 N200401 Cluster Network 2 Up

Role

Tuster Network 1 7 ] Nohe
Tuster Network 2 ]

PS C:\Users\Administrator:>

Based on the details from the above commands, the network cards are
incorrectly assigned. We need to fix this. The “Ethernet” is the which we
intend to use for the “ClusterAndClient” communications. So, let’s change
this before we move further.

First step here would be to mark “Cluster Network 1” as carrying both Cluster
and Client communication. Once that is done, we mark “Cluster Network 2”
as “None”. To accomplish this, we execute the commands “Get-
ClusterNetwork “Cluster Network 1” | %{S_.Role = 3}” and “Get-
ClusterNetwork “Cluster Network 2” | %{S_.Role = 0}”

PS C:\Users\Administrator> Get-ClusterNetwork

Role
luster Network 1 None
Tuster Network 2 985 ClusterAndClient

PS C:\Users\Administrator> Get-ClusterNetwork
PS C:\Users\Administrator> Get-ClusterNetwork
PS C:\Users\Administrator> Get-ClusterNetwork

Name State Metric Role

luster Network 1 79986 ClusterAndClient
luster Network 2 Up 79984 None

PS C:\Users\Administrator>

Next we will configure the static IP on the “Cluster IP Address” resource. To
do this execute the command “Get-ClusterResource “Cluster IP Address” |
Set-ClusterParameter -Multiple @{“Network”="Cluster Network

1”;” Address”="10.0.0.10";”SubnetMask”="255.255.255.0";”EnableDhcp”="0"
}’. Once set, stop and start the cluster resource for the changes to take

\Administrator> Get-ClusterNetwork
ministrator> Get-ClusterNetwork
ministrator> Get-ClusterNetwork

State Metric Role
Cluster Network 1 Up 79986 ClusterAndcClient
luster Network 2 uUp 79984 None

PS C:\Users\Administrator> Get-ClusterResource | Set-ClusterParameter
@ . 3

WARNT The properties were stored, but not all changes will take effect until Cluster IP Address
i en offline and then online again.
PS C:\Users\Administrator> Stop-ClusterResource

IName State  Own up ResourceType

Cluster IP Address Offline Cluster Group IP Address

PS C:\Users\Administrator> Start-ClusterResource
IName State OwnerGroup ResourceType

luster IP Address Online Cluster Group IP Address

PS C:\Users\Administrator> _

Since the IP was stopped and started, we will start the “Cluster Name”
resource also using command “Start-ClusterResource “Cluster Name””




- This will bring our cluster to a healthy state with a single node.
- Next we will add the disks to the cluster.
4. To start with adding disks to the cluster, we need to first check the list of available
disks which can be added to the cluster.

- This can be achieved by the command “Get-ClusterAvailableDisk”
PS C:\Users\Administrator> Get-ClusterAvailableDisk

Tuster : AppCluster
: 0x22e4083B
: Cluster Disk 1
1

: 10995116 6
Partitions : {\\?\GLO 00T\Device\Harddiskl\Partitionl\}

Tuster : AppCluster
: Ox22e4084E
: Cluster Disk 2
2

: 10995116 6
Partitions : {\\?\GLOBALROOT\Device\Harddisk2\Partitionl\}

PS C:\Users\Administrator> _
- Next, pipe the output of this command to “Add-ClusterDisk” to add both the

available disks to the cluster.
PS C:\Users‘ZAdministrator> Get-ClusterAvailableDisk | Add-ClusterDisk

Name State OwnerGroup ResourceType

lTuster Disk 1 online Available Storage Physical Disk
Tuster Disk 2 online Available Storage Physical Disk

PS C:\Users\Administrator> _

- We will assign one of these disks as “Quorum”. To identify it in the future, we
will start by first renaming the resource and then adding it as a quorum.

- Torename the disk, use the command “Get-ClusterResource “Cluster Disk 1”
| %{S_.Name="Quorum”}’

- To add it as quorum, execute the command “Set-ClusterQuorum -
NodeAndDiskMajority “Quorum””. Here the name “Quorum” is what has
been set in the previous rename command. So, if you have named it
something else, use that in this command.

- Last, we will add the second disk as a “Clustered Shared Volume”. For this,
the command is “Add-ClusterSharedVolume -Name “Cluster Disk 2””

Iministrator> Ge C "RE | %{%_.Name
dministrator> Set-C

Quor

Iministrator> Add-Clustersharedvolume
Node

Cluster Disk 2 Online N200401

PS C:\Users\Administrator>

- This completes the single node cluster setup where we have a cluster name,
IP, quorum and a clustered disk available.

State OwnerGroup

luster TP Address online Cluster Group TP Address
Tuster Name online Cluster Group Network Name
uorum online Cluster Group Physical Disk
Storage Qos Resource Online Cluster Group Storage QoS Policy Manager




5. The next step now is to create the second node and add it to the cluster. For this
follow the same steps we used to create the first node N200401. We will call it
N200402 and complete till the step of creating the hosts file and installing the cluster
feature. Also, skip the steps of creating partitions and formatting the partitions on
the NAS disks as they have already been created during the first node setup.

- Ensure that the password for the local administrator account is the same as
the first node. The cluster will use that to communicate between the nodes.
If the passwords are different, the nodes will not be able to communicate
correctly and the cluster will fail to work as intended.
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- Once the OS, network and disks are configured similar to node 1, add this
node to the cluster by running the command from node 1 “Add-ClusterNode
N200402.mylocal.net” and view the status of the node by running command
“Get-ClusterNode”

Ps C:\Users\Administrator> Add-ClusterNode N200402.mylocal.net_
PS C:\Users)\Administrator> Get-ClusterNode

State Type

Node
N200402 Up Node

U

- Verify all the resources also by running the command “Get-ClusterResource”
which should list all resources as “Online”. To further confirm the status of
the node 2, check the clustered volume folder for the existence of the
“Clustered Shared Disk”



S C:\Users\Administrator> Get-ClusterResource
Name S OwnerGroup ResourceType

luster IP Address Online Cluster Group IP Address

Tuster Name online Cluster Group Network Name

uorum online Cluster Group Physical Disk
Storage Qos Resource Online Cluster Group Storage QoS Policy Manager
S C:\Users\Administrator> Get-ClusterResource
Name State OwnerGroup ResourceType

Tuster IP Address online Cluster Group IP Address

k

PSs C:‘\Users‘\Administrator> dir C:\ClusterStorage
Directory: C:\ClusterStorage

LastWriteTime Length Name

2:51 Aam Volumel

hos tname
> Get-ClusterResource
State OwnerGroup ResourceType
Tuster IP Address Online Cluster Group IP Address
Tuster Name online Cluster Group Network Name

uorum Online Cluster Group Physical Disk
Cluster Group Storage QoS Policy Manager

State OwnerGroup

Tuster IP Address Online Cluster

PS C:\Usersh\Administrator> Dir C:\ClusterStorage®

Directory: C:\ClusterStorage

Length Name

Volumel

- One more test will be to failover the node from one to another. For this we

nn

run the command “Move-ClusterGroup “Cluster Group””.
RS C:\Users\Administrator> Move-ClusterGroup

NETE OwnerNode State

Tuster Group N2004 online

S C:\Users\Administrator> Move-ClusterGroup

OwherNode State

Tuster Group N200401 Oonline

PS C:\Users\Administrator> §

This completes the setup and now you have a working 2 node Windows Failover Cluster, all
created from the command line using PowerShell and a few other regular commands.



